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Abstract

Automounting and Resources Sharing with Linux, SunOS and OpenBSD.
MARIA DEL MAR ALVAREZ ROHENA (Universty of Pueto Rico-Bayamén
Campus, Bayamon, Pueto Rico 00959) EVERETT HARVEY (Lawrence
Berkeley Nationd Laboratory, Berkeley, Cdifornia 94720).

When a computer network is composed by hundred of computers it is important
to keep most of the computers sharing a common set of resources to avoid moving
from one computer from another searching for programs needed.  In Unix-based
systems using the Ydlow Pages and automounting tools like the Amd Automount
Daemon and Autofs can do this, with Yelow Pages Unix computers can share
resources, like user passwords, and with automount al the users sharing the user
passwords can see their same directories in any Unix computer. An OpenBSD
computer was configured as a YP Master Server and NFS server.  One Linux
computer was set as a YP Client binding to this computer and another one was set
as a YP Save Sever of the OpenBSD computer. The Linux computer that was
st as a YP Save was configured to automount using autofs from a Sun computer
and usang and from the OpenBSD computer. By doing this many common
resources were shared between OpenBSD, Linux and SunOS computers.
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I ntroduction

Computer Networks are sometimes composed of hundreds of computers. In a
national laboratory, like the Lawrence Berkeley National Laboratory, this is the case, and
there will be stientists usng different computer congtantly. When this hgppens, it is
important to keep dl the computers sharing a common set of resources, S0 the scientist do
not need to move from one computer from another searching for one that has the program
that is needed. To do this, two of the things that can be done are use the Network
Information Service (NIS), aso known as Y dlow Pages (Y P), and use automounting.

NISYP is an RPC-basaed client/server sysem that dlows a group of Unix-based
computers within an NIS domain to share a common set of resources, like user accounts,
password and group definitions. There are three types of hosts. YP Master Server, YP
Save Server and YP Client (Figure 1). The YP Master Server has al the databases of the
users, groups and other resources shared within that domain stored locally; those databases
are cdled NIS maps. A YP Save Server has copies of dl the NIS maps that the master
server has sored locdly too, it checks congtantly too see if those maps have been updated,
and downloads them. YP Clients establish bindings to a particular YP Server (dave or
measter), and read the NIS maps without downloading them.

Automounting is used to mount devices, shares, and partitions when needed, and
unmount them when they are not required. The packages used can handle NIS maps, this
can be used to automount the users home directories, and different shares from the NIS
Server when they are needed only, instead of mounting NFS shares remotely. If dl the

computers within an NIS domain automount the home directories from a server, the users



will be able to look at their files in any computer that they use. Two of the packages used

for automounting are autofs, and am-utils.

Materials and M ethods

Five computers were used, a Sparc20 running OpenBSD 2.7 named esg3l, a
Sparcs running SUNOS 5.7 named bl7-46.als, a SparcUItra30 running SunOS 5.5.1 named
bl7-17.als, a dud Pentium Il running Mandrake Linux 7.0 named piggy and a 586
running RedHat Linux 6.0 named esglinux.

Some NIS'YP packages were ingalled on piggy and esglinux; ypserv-1.3.9-1 was
inddled on piggy, and yp-tools-2.3-5 and ypbind-3.3-24 were ingtaled on both piggy and
exglinux. Two automounting packages were inddled in piggy: amutils-6.0.3 (that
provides the Automounting Daemon (amd)) and autofs-3.1.4.

Piggy was configured as a YP Client binding to the esgsuns NIS domain and the
bl7-46.als ypserver. The NIS domain was set to esgsuns with * domai nname esgsuns’,
the /etc/yp.conf was edited and the ypbind daemon was darted (Figure 2). The
letc/dfs/dfstab file was edited in the bl7-46.als machine, so that piggy could
automount NFS volumes from this machine locdly (Figure 3). Afterwards, autofs was
configured in piggy, and two autofs map files were edited in the /etc folder,
aut o. master and aut o. home (Figure 4). This auto.home map file, read the aut o_home
and aut 0. homre map files from the bl7-46.als computer (Figure 5) and appended them to

the local auto. hone file BI7-17.als was used to verify if the syntax of the autofs map



files were correct, since it was dso a YP Client binding to the same domain and it was
running autofs. Amd, the Automount Daemon, was dso configured in piggy to be able to
automount from bl7-46.als (Figure 6), the /etc/amd.conf was edited (Figure 7) and severd
amd map files were created, /etc/and. home (Figure 9) to automount in /home, and
/ et c/ amd. net (Figure9) to be ableto automount in / net .

OpenBSD was inddled in esg3l to be able to set the computer as a YP Master
Saver. The NIS domanname was set with the command ‘domai nname pi ggybsd
domai nnane > /etc/defaul tdomai n’. Then ypinit -m was run to et it as a YP Master
Server (Figure 10). To make the yp server start properly some lines had to be added to the
letc/rc.conf file (Figure 11). The computer was rebooted to make the changes
avalable  After the server was up and running, piggy was configured as a YP Save
Server manudly (Figure 12) and esglinux asa YP Client.

Esg31 was st as an NFS (Network File System) server so that the 2 Linux boxes
could automount the home directories locdly. In order to do this the vaue of the
NFS SERVER switch in the /etc/rc.conf file was changed to YES and the following line
was added to the / et ¢/ exports file /u0/ home -alldirs -network 131.243.96 -nmask
255. 255.252. 0. Then, the and automounter was configured on the three machines
(esg3l, piggy and esglinux) to adtomount the user directories in esg3l

(/'ud/home/[usernameg]) in the /home/[username] (Figure 13).



Results

Esg31 was turned into a YP Magter Server and NFS server and esglinux ran as a
YP Client with no problems. However, when trying to st the piggy into a YP Save
Server with the “ ypinit —s esg31’ it gave an eror that sad “Can't enumerate maps from
exy31. Please check that it is running.” All the configuration files were checked to see if
there was something configured wrong on piggy but apparently everything was configured
correctly.  Since ypinit —s did not work, the map files were tranderred to the
/ var/ yp/ pi ggybsd directory manualy to be ableto setit asa YP Save Server.

Amutils and autofs mounted successfully in both esg31 and piggy. Even though
when mounting from bl7-46.als dl the local accounts n piggy, that were stored in /home,
had to be moved to another folder to be able to automount successfully. There was no way
of changing the home directory for the users in the NIS passwd mep files, so when the
users logged on the YP Client, they looked for their home directory in / hone/ [ user name] ,
s0 the /home directory had to be used as the mounting point for the home directories in the

Server.

Discussion and Conclusion

The Yelow Pages and automounting services are very ussful between different
Unix-based operating sysems.  With automounting you can integrate Linux, SunOS, BSD

and other Unix-based systems and make al the computers have a common set of resources,



excduding the binary files and any other type of files that cannot run in any computer
architecture. If this was to be wanted, an and map file can be configured to check the
computer architecture, and depending on which it was it could mount a different set of
volumes. With the Ydlow Pages, dl the users could be able to log into a Unix-based
computer within an NIS domain and use their same username and password in dl of them,
s0 the users do not have to memorize a different username and password for each Unix
computer they log into.

Usudly many computers connected to an NIS'YP Server. It is recommended to set
a least one YP Server per subnet unless you are only usng Solaris 2. Because Solaris 2
YP Clients can cross subnets to find the YP Server, while other Unix systems may not.
Also if anything happens and the Master Server goes down then dl the YP Clients would
be able to function because they wont be &ble to creste a hinding another server.
Therefore, users gill would be adle to log in their computers.  So when the master, or the
dave sarver that a client is binding to goes down, the ypbind daemon will look for the next
save on the lig, it will creste a binding to it, and usars will be able to login thar

computers.
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Figures

Figure 1. The YP dientsestablish bindings to the Y P dave and master servers, the YP
dave copiesthe NIS maps from the Y P master server.

# letc/yp.conf - ypbind configuration file
# Valid entries are

#

#domai n NI SDOVAI N server HOSTNAME

# Use server HOSTNAME for the donmai n Nl SDOVAI N

#

#domai n NI SDOVAI N br oadcast

# Use broadcast on the |local net for donmamin N SDOVAI N
#

#ypserver HOSTNAME

# Use server HOSTNAME for the I|ocal domain. The
# | P-address of server nmust be listd in /etc/hosts.
#

domai n esgsuns server bl 7-46.als.!|bl.gov
ypserver bl 7-46.als

Figure 2. Theypbi nd configuraionfile (/ et c/ yp. conf ) needed by YP dientsin Linux.




# /etc/dfs/dfstab (bl 7-46.als.|bl.gov)

/ export/ hone/ u0
#
share -F nfs -0 rw=bl 7-39. al s:\
ophelia.lbl.gov:\
esgi p. 1 bl.gov:\
stout.als.|bl.gov:\
pilsner.als.|bl.gov:\
bl 93-102. al s. | bl . gov:\
bl 531. al s. 1 bl . gov:\
tw ab. I bl.gov:\
pi ggy. | bl . gov\ # < ---- This line was inserted

Figure 3. Thisshowsthepart /et c/ df s/ df st ab fileinaSun computer. Thisfile
contains commands for sharing resources over the network. To be able to mount remotdy
in piggy.lbl.gov its address had to be inserted in thisfile.

# [etc/auto. master (piggy.|bl.gov)

# Master map for autonmounter

#

+aut o_mmast er # Appends the contents of the auto_naster file in the
# yp master (bl7-46.als) to /etc/auto. mster

# mount poi nt map file nount options
/ home / et c/ aut o. home - nobrowse
/msc [ etc/auto.m sc

# [etc/auto. hone (piggy.|bl.gov)

#
+aut o_home # Appends the contents of auto_hone and auto. home from
+aut 0. hone # bl 7-46.als to this one

Figure 4. The /etc/auto. master fileis read by the autofs daemon when t is started, it
lets it know where to automount which map files and the mounting options. The
aut 0. home map will be will be used to automount in /home is the NFS shares liged in

Figure 5with the command aut omount nount - poi nt map-type, [format] map [ map-
options], i.e. automount /hone file /etc/auto.home —nobrowse.




# aut o. home (bl 7-46. al s)
# Honme directory map for autonounter

#

+aut o_hone

bl 7user bl 7-46. al s: / export/ home/ u0/ bl 7user

bl 7oper bl 7-46. al s: / export/ home/ u0/ bl 7oper

bl 7dat a bl 7-46. al s: / export/home/ u0/ bl 7dat a

bl 7dat a. st xndata bl 7-46. al s: / export/ hone/ u3

bl 7guest bl 7-46. al s: / export/ home/ ul/ bl 7guest
bl 7wor k bl 7-46. al s: / export/ honme/ ul/ bl 7wor k

st xndat a bl 7-46. al s: / export/ honme/ ul/ st xndat a
scratch bl 7-46. al s: / export/ hone/ u0/ scratch

st andard bl 7-46. al s: / export/ home/ul/ standard

# auto_honme (bl 7-46. al s)
# Hone directory map for autonounter
+aut o_home

#

bl 7dev bl 7-46. al s: / export/ hone/ u2/ bl 7dev

spendev bl 7-46. al s: / export/ hone/ u2/ spendev

ol dhones bl 7-46. al s. | bl . gov: / export/home/u4/ul.old
mari a bl 7-46. al s: / export/ honme/ ul/ mari a

mari a2 bl 7-46. al s: / export/ hone/ul/ mari a2

Figure5. Thisissegmentsof theaut o_home and aut o. hore map filesin the yp master
bl7-46.als.

ook for fexport/home/ud/${login}

L ejojig

FrElrE ===

N ESTSTHTE:
IERPOTLHONIEI N

Copglott=r Bl AL

Jewdll ppaune faeaardiamafulfied )

fhome/mana

Figure 6. Thisisan example of how the amd works.
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amd default config file

check and. conf(5) man page for details about options in this file

H HHHFHHR

GLOBAL OPTI ONS SECTI ON

[ global ]

ni s_dommain = esgsuns
normal i ze_host nanes = no

print_pid = yes

pid file = /var/run/and. pid
restart_nounts = yes

auto dir = / . aut onmount
#log file = /var/l og/amd
log file = sysl og

| og_options = al
#debug_options = al |

pl ock = no

sel ectors_on_default = yes
print_version = no

# set map_type to "nis" for NIS maps, or conment it out to search for al
# types

map_type = file
search_path = letc
browsabl e dirs = yes

show statfs_entries = no

fully qualified_hosts = no
cache_duration = 300

# DEFI NE AN AMD MOUNT PO NT

[ /net ]

map_name = amd. net
map_type = file

[ /home ]

map_nanme = and. hore
map type = filelnis

Figure 7. Thisisthe amd configuration file (/ et ¢/ amd. conf ) for aLinux computer.

# and.net map file
/defaults fs:=${autodir}/${rhost}/root/${rfs}; \
opt s: =nosui d, nodev, rsi ze=8192, wsi ze=8192

* rhost: =${key};type: =host;rfs: =/

Figure 8. It automounts the exported nfs folder from any remote host specified in the
/etc/hosts filein the and default directory. If ${autodir} equas/.automunt and
the remote host §{rhost}) equas bl 7- 46. al s; then if the command ‘cd bl 7-46. al s’ is
executed in the / net folder, the export folder from that computer will be automounted in
/ . aut onount er/ bl 7-46. al s/ root/.
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# and. hone
/defaul ts opts:=nodev, nosui d, nobr owse
* -opts:=nosuid \
rhost: =bl 7-46. al s; type: =nfs;rfs: =/ export/hone/ ul; sublink: =${key}

Figure 9. The users home directories, located in / export/ hone/ ul/ [ | ogi nname] , will be
automounted in /home/ [| ogi nname].  If the remote file sysem (Ifs) was st to
/ export/home/ ul/ ${key} the users would see / home/ export/home/ ul/[| ogi nnanme]
ingead of / hone/ [ I ogi nname] in piggy, this is why the sublink option is used, this tells
the automounter to mount a subfolder from the remote file system.

>ypinit -m
Server Type: MASTER Donmi n: piggybsd

Creating an YP server will require that you answer a few questions.
Questions will all be asked at the begi nning of the procedure.

Do you want this procedure to quit on non-fatal errors? [y/n: n] n

At this point, we have to construct a list of this domains YP servers.
esg31 is already known as naster server
Pl ease continue to add any slave servers, one per |ine. When you are
done with the list, type a <control D>.

mast er server : esg3l

next host to add: piggy.|bl.gov

next host to add: ~D
The current list of NIS servers |ooks like this:

esg3l
pi ggy. | bl . gov

Is this correct? J[y/n: y] vy
Bui l di ng /var/yp/ pi ggybsd/ ypservers. .
Runni ng /var/yp/ pi ggybsd/ Makefile..
updat ed passwd

updat ed group

updat ed hosts

updat ed et hers

updat ed net wor ks

updat ed rpc

updat ed services

updat ed protocols

updat ed netid

updat ed net group

updat ed and. hore

/var/yp/ pi ggybsd/ pi ggybsd-al i ases: 10 aliases, |longest 10 bytes, 112
bytes total
updat ed al i ases

esg31 has been setup as an YP master server w thout any errors.

Figure10. ypi nit —m wasexecuted on esg31 to set it asayp master.
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ni s_server _enabl e=YES
nis_server flags=""

ni s_yppasswd_enabl e=YES
ni s_yppasswd_flags=""

Figure 11. Thislines were added to the / et c/rc. conf filein esg31 so that the YP Server
could start properly.

[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31-s piggybsd group. bygi d

Trying ypxfrd ... success
[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31 -s piggybsd group. bynane
Trying ypxfrd ... success
[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31 -s piggybsd hosts. byaddr
Trying ypxfrd ... success

[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31 -s piggybsd hosts. bynane
Trying ypxfrd ... success

[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31 -s piggybsd nuil.aliases
Trying ypxfrd ... success

[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31 -s piggybsd netgroup

Trying ypxfrd ... success

[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31 -s piggybsd netgroup. byhost
Trying ypxfrd ... success

[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31 -s piggybsd netid. bynane
Trying ypxfrd ... success

[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31 -s piggybsd passwd. byui d
Trying ypxfrd ... success

[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31 -s piggybsd passwd. bynane
Trying ypxfrd ... success

[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31 -s piggybsd protocol s. bynunber
Trying ypxfrd ... success

[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31 -s piggybsd protocol s. bynane

Trying ypxfrd ... success
[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31 -s piggybsd rpc. bynane
Trying ypxfrd ... success

[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31 -s piggybsd rpc. bynunber
Trying ypxfrd ... success

[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31 -s piggybsd services. bynane
Trying ypxfrd ... success

[root @iggy yp]# ./ypxfr -f -C -d piggybsd -h esg31l-s piggybsd ypservers

Trying ypxfrd ... success

Figure 12. These set of commands were executed on piggy to transfer dl the NIS map
filesfrom esg31 localy manudly to set it asa Y P Save Senver.
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1. Create a master map, this will include mount points and the name and locations of

the map files
# [ etc/and/ and. nast er
# nount - poi nt map-file
/ honme / et c/ amd/ and. hone

2. Create the other maps needed:

# /etc/amd/ and. hone

/defaults opts:=nodev, nosui d

* -opts:=nosuid \
host ==esg31; type: =l i nk; fs: =/ u0/ hone; subl i nk: =${key} \
host! =esg31; type: =nfs; rhost: =esg31; rfs: =/u0/ hone;\
subl i nk: =${ key}

3. Editthe/etc/rc. conf filetogat theamd daemon automaticaly:

and_dir=/tnmp_mt # AMD' s nount directory
and_mast er =/ et ¢/ and/ and. naster # AMD 'naster' nap
amd=YES

4. Reboot the computer to make the changes take effect.

Figure 13. Steps to follow in order to sat up the amd automounter daemon on an
OpenBSD computer (esg31). The and. hone file checks if the host equals esg3l, if its so
it will just create a link from /u0/home[loginnamel to /home[loginname] indead of
mounting; otherwise it will automount the users home directory in /home/[loginname] in
the host computer.
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